**Introduction**

Now I’m going to use the MCHT package for purpose I initially had: exploring the distribution of time separating U.S. economic recessions.

This claim raised eyebrows, and I want to respond to some of the comments made. Now, I would not be surprised to find this post the subject of an R1 on [r/badeconomics](https://www.reddit.com/r/badeconomics),. I don’t know enough to dogmatically subscribe to the idea but I do want to explore it. Blog posts are not journal articles, and I think this is a good space for me to make arguments that could be wrong and then see how others more intelligent than myself respond. The act of keeping a blog is good for me and my learning (which never ends).

**Past Responses**

My previous post on the distribution of times between recessions was… controversial. Have a look at the comments section of the original article and the comments of [this reddit thread](https://www.reddit.com/r/Economics/comments/8dgfeh/a_recession_before_2020_is_likely_on_the/). Here is my summarization of some of the responses:

1. There was no statistical test for the goodness-of-fit of the Weibull distribution.
2. No data generating process (DGP) was proposed, in the sense that there’s no explanation for *why* the Weibull distribution would be appropriate, or the economic processes that produce memory in the distribution of times between recessions.
3. Isn’t it strange to suggest that other economic variables are irrelevant to when a recession occurs? That seems counterintuitive.
4. MAGA! (actually there were no MAGAs, thankfully)

The idea that recessions are dependent on time is genuinely laughable. It is an idea that seems to be getting some traction in the chattering classes, who seem more interested in spewing forth political rantings rather than even the semblance of serious analysis. This also explains why no serious economist talks about the time and recession relationship.

The lack of substance behind this time and recession idea is revealed by asking some very basic questions and having a grasp of some basic data. If recessions were so predictable, wouldn’t recessions be easy to prevent? Monetary and fiscal policies could be easily manipulated so as to engineer a persistent boom.

Also, if investors could correctly predict the state of the economy it would be far easier for them to determine when to invest and to capture the subsequent boom. That is, invest in the recession, when goods and services are cheaper and have the project come on stream during the following boom and make a massive profit. If enough investors acted like this, there would be no recession to begin with due to the increase in investment.

Finally, have a look at the growth of other countries. Australia hasn’t had two consecutive quarters of negative growth since the 1990-91 recession. Sure there have been hiccups along the way for Australia, such as the Asian Financial Crisis, the introduction of the GST, a US recession in the early 2000s, and more recently the Global Financial Crisis. Yet, Australia has managed to persist without a recession despite the passage of time. No one in Australia would take you seriously if you said that recessions were time dependent.

If these “chattering classes” were interested in even half serious analysis of the US economy, while still wanting to paint a bleak picture, they could very easily look at what is going on right now. Most economists have the US economy growing above trend. This can be seen in the low unemployment rate and that inflation is starting to pickup. Sure wages growth is subdued, but wages growth should be looking to pickup anytime now.

However, during this period the US government is injecting a large amount of fiscal stimulus into the US economy through tax cuts. Pumping large amounts of cash into the economy during a boom isn’t exactly a good thing to do and is a great way to overheat the economy and bring about higher inflation. This higher inflation would then cause the US Federal Reserve to react by increasing interest rates. This in turn could spark a US recession.

Instead of this very simple and defensible story that requires a little bit of homework, we get subjected to this nonsense that recessions are linked to time. I think it’s time that people call out as nonsense the “analysis” that this blog post has.

TL;DR: The idea that recessions are dependent on time is dumb, and if recessions were so easy to predict would mean that recessions wouldn’t exist. This doesn’t mean that a US recession couldn’t happen within the next few years, because it is easy to see how one could occur.

I think that the tone of this message could have been… nicer. That said, I generally welcome direct, harsh criticism, as I often learn a lot from it, or at least am given a lot to think about.

So let’s discuss these comments.

**Goodness of Fit of the Weibull Distribution**

First, a statistical test for the goodness of fit of the Weibull distribution. I personally was satisfied looking at the plots I made, but some people want a statistical test. The test that comes to mind is the [Kolmogorov-Smirnov test](https://en.wikipedia.org/wiki/Kolmogorov%E2%80%93Smirnov_test), and R does support the simplest version of this test via ks.test(), but when you don’t know all of the parameters of the distribution assumed under the null hypothesis, then you cannot use ks.test(). This is because the test was derived assuming there were no unknown parameters; when nuisance parameters are present and need to be estimated, then the distribution used to compute ![p](data:image/png;base64,iVBORw0KGgoAAAANSUhEUgAAAAkAAAAMCAMAAACHgmeRAAAAA3NCSVQICAjb4U/gAAAAKlBMVEX////c3NyqqqoiIiJ2dnaYmJgMDAy6urpmZmZJSUnMzMyIiIgyMjLu7u5tqeavAAAASElEQVQImTXLSRLAMAgDwWGx8Zb/fzdQcXRqlQBovlRdQJbaQ0wI3LN3MjNAT6k/MEZCrFp+0FLbaxxbtRUw4ab/iHOxpn1HL0sxARdEg/f/AAAAAElFTkSuQmCC)-values is no longer appropriate.

Good news, though; **MCHT** allows us to do the test properly! First, let’s get set up.

library(MCHT)

library(doParallel)

library(fitdistrplus)

recessions <- c( 4+ 2/12, 6+ 8/12, 3+ 1/12, 3+ 9/12, 3+ 3/12, 2+ 0/12,

8+10/12, 3+ 0/12, 4+10/12, 1+ 0/12, 7+ 8/12, 10+ 0/12,

6+ 1/12)

registerDoParallel(detectCores())

I already demonstrated how to perform a bootstrap version of the Kolmogorov-Smirnov test :

ts <- function(x) {

param <- coef(fitdist(x, "weibull"))

shape <- param[['shape']]; scale <- param[['scale']]

ks.test(x, pweibull, shape = shape, scale = scale,

alternative = "two.sided")$statistic[[1]]

}

rg <- function(x) {

n <- length(x)

param <- coef(fitdist(x, "weibull"))

shape <- param[['shape']]; scale <- param[['scale']]

rweibull(n, shape = shape, scale = scale)

}

b.wei.ks.test <- MCHTest(test\_stat = ts, stat\_gen = ts, rand\_gen = rg,

seed = 123, N = 1000,

method = paste("Goodness-of-Fit Test for Weibull",

"Distribution"))

b.wei.ks.test(recessions)

##

## Goodness-of-Fit Test for Weibull Distribution

##

## data: recessions

## S = 0.11318, p-value = 0.94

The test does not reject the null hypothesis; there isn’t evidence that the data is not following a Weibull distribution (according to that test; read on).

Compare this to the Kolmogorov-Smirnov test checking whether the data follows the exponential distribution.

ts <- function(x) {

mu <- mean(x)

ks.test(x, pexp, rate = 1/mu, alternative = "two.sided")$statistic[[1]]

}

rg <- function(x) {

n <- length(x)

mu <- mean(x)

rexp(n, rate = 1/mu)

}

b.ks.exp.test <- MCHTest(ts, ts, rg, seed = 123, N = 1000,

method = paste("Goodness-of-Fit Test for Exponential",

"Distribution"))

b.ks.exp.test(recessions)

##

## Goodness-of-Fit Test for Exponential Distribution

##

## data: recessions

## S = 0.30074, p-value = 0.023

Here, the null hypothesis is rejected; there is evidence that the data wasn’t drawn from an exponential distribution.

What do the above two results signify? If we assume that the time between recessions is independent and identically distributed, then there is not evidence against the Weibull distribution, but there is evidence against the exponential distribution. (The exponential distribution is actually a special case of the Weibull distribution, so the second test effectively rules out that special case.) The exponential distribution has the *memoryless* property; if we say that the time between events follows an exponential distribution, then knowing that it’s been ![t](data:image/png;base64,iVBORw0KGgoAAAANSUhEUgAAAAYAAAAMCAMAAAB2iTwcAAAAA3NCSVQICAjb4U/gAAAAJFBMVEX///8FBQWIiIiqqqrMzMwiIiLc3NyYmJhmZmZUVFTu7u66urqbKNESAAAANElEQVQImU2LOxYAIAjDSlHxc//7CnWxQzLkFQAGNBNblzgThzZZ1faXYkkrpN7g71yiJy8VYwCFN8O0RAAAAABJRU5ErkJggg==)minutes since the last event occurs tells us *nothing* about when the next event occurs. The Weibull distribution, however, has *memory* when the shape parameter is not 1. That is, knowing how long it’s been since the last event occured does change how likely the event is to occur in the near future. (For the parameter estimates I found, a recession seems to become more likely the longer it’s been since the last one.)

We will revisit the goodness of fit later, though.

**How Recessions Occur**

I do have some personal beliefs about what causes recessions to occur that would lead me to think that the time between recessions does exhibit some form of memory and would also address the point raised by u/must\_not\_forget\_pwd about Australia not having had a recession in decades. This perspective is primarily shaped by two books, [1] and [2].

In short, I agree with the aforementioned reddit user; recessions are not inevitable. The stability of an economy is a characteristic of that economy and some economies are more stable than others. [1] notes that the Canadian economy had a dearth of banking crises in the 19th and 20th centuries, with the most recent one effectively due to the 2008 crisis in the United States. Often the stability of the financial sector (and probably the economy as a whole) is strongly related to the political coalition responsible for drafting the *de facto* rules that the financial system follows. In some cases the financial sector is politically weak and continuously plundered by the government. Sometimes it’s politically weak and allowed to exist unmolested by the government but is well whipped. Financiers are allowed to make money and the government repays its debts but if the financial sector steps out of line and takes on too much risk it will be punished. And then there’s the situation where the financial sector is politically powerful and able to get away with bad behavior, perhaps even being rewarded for that behavior by government bailouts. That’s the financial system the United States has.

So let’s consider the latter case, where the financial sector is politically powerful. This is where the Minsky narrative (see [2]) takes hold. He describes a boom-and-bust cycle, but critically, the cause of the bust was built into the boom. After a bust, many in the financial sector “learn their lesson” and become more conservative risk-takers. In this regime the economy recovers and some growth resumes. Over time, the financial sector “forgets” the lessons it learned from the previous bust and begins to take greater risks. Eventually these risks become so great that a greater systematic risk appears and the financial sector, as a whole, stands on shaky ground. Something goes wrong (like the bottom falls out of the housing market or the Russian government defaults), the bets taken by the financial sector go the wrong way, and a crisis ensues. The extra wrinkle in the American financial system is that the financial sector not only isn’t punished for the risks they’ve taken, they get rewarded with a bailout financed by taxpayers and the executives who made those decisions get golden parachutes (although there may be a trivial fine).

If the Minsky narrative is correct, then economic booms do die of “old age”, as eventually the boom is driven by increasingly risky behavior that eventually leads to collapse. When the government is essentially encouraging this behavior with blank-check guarantees, the risks taken grow (risky contracts become lotto tickets paid for by someone else when you lose, but you get all the winnings). Taken together, one can see why there could be some form of memory in the time between recessions. Busts are an essential feature of such an economy.

So what about the Australian economy, as u/must\_not\_forget\_pwd brought up? In short, I think the Australian economy is prototyped by the Canadian economy as described in [1] and thus doesn’t follow the rules driving the boom/bust cycle in America. I think the Australian economy is the Australian economy and the American economy is the American economy. One is stable, the other is not. I’m studying the unstable one, not trying the explain the stability of the other.

**Are Other Variables Irrelevant?**

First, does time matter to when a recession occurs? The short answer is “Yes, duh!” If you’re going to have any meaningful discussion about when a recession will occur you have to account for the time frame you’re considering. A recession within the next 30 years is much more likely than a recession in the next couple months (if only because one case covers the other, but in general a recession should be more likely to occur within a longer period of time than a shorter one).

But I think the question about “does time matter” is more a question about whether an economy essentially remembers how long it has been since the last recession or not. That’s both an economic and statistical question.

What about other variables? Am I saying that other variables don’t matter when I use only time to predict when the next recession occurs? No, that’s not what I’m saying.

Let’s consider regression equations, often of the form

![y_t = \beta_0 + \beta_1 x_{1,t} + \beta_2 x_{2,t} + \ldots \beta_p x_{p,t} + \epsilon_t](data:image/png;base64,iVBORw0KGgoAAAANSUhEUgAAARkAAAASCAMAAABYflpSAAAAA3NCSVQICAjb4U/gAAAAKlBMVEX///9mZmaqqqq6urqYmJjc3Nzu7u6IiIhUVFQXFxfMzMxERER2dnYyMjK3aEBMAAACjUlEQVRYhb1Yi5KDIAyE8Eb6/797USA8FMT22sxYje6uMYSgZWzRQID5HPIV7m8ERyZxC+JTyFe4vxEcmdD4s/V3UveQkTXUZ1x1D/l/waHtQyC2/iy/h4ysoT7j8nvI/wgKQBn9mpNB2O18Iz6BAHAlw3A42mha7iPqSrxPBHUwqT8prxxy5/nF4gRv9Uyyg0jNuGUbLEXTch9RV+J9IqgcPYJgBq/wqo9zMplPHQcQZpIdBMMYh8IuJmLhPqJe2/uCL1k7Im6nkujvZLEsZepqR+bc/gMtROdiZDH7xc/6J2qRl1xUVHIn1Hm8ZK57uKGgM8boBNBuP4HbpNUcdwpGYXbraXeqmWBwpPI0dceO/Fb/XDPBeIjBJCq5M+o0XvJTLMVGgt5VgN0ReOBzis+zSR0JddjFGLPVUlhJZghGlQKSdp+qxffVEHZzO3EFnnSeqOROqNdWgmFtLJSAkWAeigOgMCs24DEfLv9ifzjM0z4KdR3zMyRlAju65UwDo8x0+k3zJu5evBU11vKMqszFjgSVMRA8CUZ3Lrip6o5cSodx2PELD3gQ0sf65FWL4mdIyoQ3oDkA+azXr6Mp3D3vFTUPw5gq3cWOBAUOveIkGN25oA4AogLkVjMw6pRmOJtKJcnucyX7rX6TmXLUNtbsjqnzeJkBBhWc3FvBA4BtW+I1ZdlwNuU7IabpXeoMGWRG9/r1oBFXCOarC9GdUufxMnylsb6cj+6C4AHQJr0Aczlatku0uGpfL5cFgi+fDST6Toz1iascWhVedGfUu3hfsok3uiuCB0CCuYHN3x3WIJOPuzvu4y9mEtTNEkTuLz7Bl82//z37AbX7hya5Hwh+wRbK7gvUjV+5i4J/3/QQHc3eWDkAAAAASUVORK5CYII=)

I think economists are used to thinking about equations like this as essentially causal statements, but that’s not what a regression equation is, and when we estimate a regression equation we are not automatically estimating a function that needs to be interpreted causally. If a regression equation tells us something about causality, that’s great, but that’s not what they do.

Granted, economics students are continuously being reminded the correlation is not causation, but I think many then start to think that we should not compute a regression equation unless the relationship expressed can be interpreted causally. However, knowing that two variables are correlated, and how they are correlated, is often useful.

When we compute a regression function from data, we are computing a function that estimates [*conditional expectations*](https://en.wikipedia.org/wiki/Conditional_expectation). This function, when given the value of one variable, tells us what value we can expect for the other variable. That relationship may or may not be due to causality, but the fact that the two variables are not independent of each other can be, in and of itself, a useful fact.

My favorite example in the “correlation is not causation” discussion (probably mentioned first in some econometrics textbook or my econometrics professor) is the relationship between the damage caused by a fire and the number of firefighters at the scene of the fire. Let’s just suppose that we have some data, ![d_i](data:image/png;base64,iVBORw0KGgoAAAANSUhEUgAAAAwAAAAPCAMAAADnP957AAAAA3NCSVQICAjb4U/gAAAAKlBMVEX////u7u6qqqq6urpmZmYAAAB2dnY5OTkiIiLc3NyYmJiIiIjMzMwQEBD1EMLVAAAAVklEQVQImU2O2w7AIAhDy0UR1P//3TnnIn0gJfSkAFt1Cq4KXS8tHaoeQ5XZ+HgjjB/RnpDiQD/IKGtspBLEdsvXSSseE+H8RqOzKw9xy72clkbpVw08e/ABbHUanzcAAAAASUVORK5CYII=)is the amount of damage in a fire (in thousands of dollars), ![f_i](data:image/png;base64,iVBORw0KGgoAAAANSUhEUgAAAAwAAAAQCAMAAAAVv241AAAAA3NCSVQICAjb4U/gAAAAKlBMVEX////MzMx2dnaYmJhmZmaqqqoFBQU/Pz8iIiKIiIjc3NxUVFS6urru7u6Vi26oAAAAV0lEQVQImU2OCQ4AMQRFLS3V5f7XHdVM6yfI4xMAIWaCXziwXSgGTw2ficTqo5ZcPBIQJdDYoBUgPU3Eo9dyjqmn2fUcix7tRYQx44vlRdaZF/Zkdh/7AGrjAUoru31fAAAAAElFTkSuQmCC)is the number of firefighters, and we estimated the relationship

![d_i = 0.52 + 3.21 f_i + \epsilon_i](data:image/png;base64,iVBORw0KGgoAAAANSUhEUgAAAJ0AAAAQCAMAAAA71o3iAAAAA3NCSVQICAjb4U/gAAAAKlBMVEX///9mZmbu7u6qqqoAAACIiIjc3NyYmJg6OjoZGRl2dna6urrMzMxUVFQ1wUqpAAAB30lEQVRIib1W2XLDIAwEgRCX//93izBggW0mnU6jh4RYK3Z1gKNUtRiS+qoRxV+gLey8SIR9nQ5K0fBD1PoFD4X8GDt2IJDvj/KRw+fi0haLRVrqSkywgco35669QLlrqZ3wdWAmHHCNajanNhbfqlAtcBlsV3fWBHz5zlZKupa+kGNLWADNUBfyQvHKD9EYbzbiXBVm06yOCcAKloXgONQK7OpytLgQTsEQsdeWc8vbsUtVXWj7GTJjoo2Mm9UZL7c8gaN296GTwS5coTwC89jpYSTVUYstPaJWF08vBEAoXQ041PX452C5K08EbsduVlfJz5rFXv+aSuCPq2EkKtCAQ12U18kt2CJii81MXccuvnV3mbv6o47RVB6RPvBWzg6lHTjUnWMen8ditL34E0dYkJfx2lkV+MC1Mwtc61q7VCjg8czWE5p7OhdwqAu3C0SoAyvWgZugyJn37vIMsdtxg7gpWOYmo3MOn9NnTPQt4AKO25j5Z8Jp7qr2009onDY5OXmzrvKMYULimkOZishZWbaX9AtGwxkwgA69rS8ZlZlqJpyOVLni0uKPuyvvE9uerMlI3wgfgid/gD/+Edi+jIRldaQb4UPw5Nd0B/yLWfAfEX5N0GSI60v21X4AmlkKhIW6i2EAAAAASUVORK5CYII=)

There is a positive relationship between the number of firefighters at the scene of the fire and the damage done by the fire. Does this mean that firefighters make fires worse? No, it does not. But if you’re a spectator and you see ten firefighters running the scene of a fire, can you expect the fire to be more damaging than fires where there are five firefighters and not as damaging as fires with fifteen firefighters? Sure, this is reasonable. Not only that, it’s a useful fact to know.

Importantly, when we choose the variables to include in a regression equation, we are deciding what variables we want to use for conditioning. That choice could be motivated by a causal model (because we care about causality), or by model fit (making the smallest error in our predictions while being sufficiently simple), or simply by what’s available. Some models may do better than others at predicting a variable but they all do the same thing: compute conditional expectations.

My point is this: when I use time as the only variable of interest when attempting to predict when a recession occurs, I’m essentially making a prediction based on a model that conditions only on time and nothing else. That’s not the same thing as saying that excluded variables don’t matter. Rather, a variable excluded in the model is effectively treated as being a part of the random soup that generated the data I observe. I’m not conditioning on its values to make predictions. Could my prediction be refined by including that information? Perhaps. But that doesn’t make the prediction automatically useless. In fact, I think we should *start* with predictions that condition on little to see if conditioning on more variables adds any useful information, generally preferring the simple to the complex given equal predictive value. This is essentially what most ![F](data:image/png;base64,iVBORw0KGgoAAAANSUhEUgAAAA0AAAAMCAMAAACOacfrAAAAA3NCSVQICAjb4U/gAAAAKlBMVEX///+IiIjc3NwQEBAAAADu7u7IyMhmZmaYmJhUVFSqqqpEREQiIiJ2dnbfIY6WAAAAUElEQVQImUWNSxLAIAhDg4iIn/tft4KlzSLJGyYDADStRrStFrhaFQ8NB62IHo6pEeMS968C5cyLJnUmmjvJ7Nxbks8kQd6vV4P/LrSYcvQAchkBLgX9oz8AAAAASUVORK5CYII=)-tests automatically reported with statistical software do; they check if the regression model involving possibly multiple parameters does any better than one that only uses the mean of the data to predict values.

I never looked at a model that uses more information than just time, though. I wouldn’t be shocked if using more variables would lead to a better model. But I don’t have that data, and to be completely honest, I don’t want to spend the time to try and get a “great” prediction for when the next recession will occur. My numbers are essentially a back-of-the-envelope calculation. It could be improved, but just because there’s (perhaps significant) room for improvement doesn’t render the calculation useless, and I think I may have evidence that shows the calculation has some merit.

The reddit user had a long discussion about how well the economy would function if predicting the time between recessions only depended on time, that the Federal Reserve would head off every recession and investors would be adjusting their behavior in ways that render the calculation useless. My response is this: I’m not a member of the Fed. I have no investments. My opinion doesn’t matter to the economy. Thus, it’s okay for me to treat the decisions of the Fed, politicians, bank presidents, other investors, and so forth, as part of that random soup producing the economy I’m experiencing, because my opinions do not invalidate the assumptions of the calculation.

There is a sense in which statistics are produced with an audience in mind. I remember Nate Silver making this point in a podcast (don’t ask me which) when discussing former FBI director James Comey’s decision almost days before the 2016 presidential election to announce a reopening of an investigation into Hillary Clinton’s e-mails, which was apparently at least partially driven by the belief that Clinton was very likely to win. Silver said that Comey did not account for the fact that he was a key actor in the process he was trying to predict and that his decisions could change the likelihood of Clinton winning. He invalidated the numbers with his decision based on them. He was not the target audience of the numbers Nate Silver was producing.

I think a similar argument can be made here. If my decisions and beliefs mattered to the economy, then I should account for them in predictions, conditioning on them. But they don’t matter, so I’ve invalidated nothing, and the people who do matter likely are (or should be) reaching conclusions in a much more sophisticated way.

**A Second Look at Goodness of Fit**

I’m a statistician. Statistics is my hammer. Everything looks like a nail to me. You know why? Because hammering nails is fun.

When I read u/must\_not\_forget\_pwd’s critique, I tried to formulate it in a mathematical way, because that’s what I do. Here’s my best way to describe it in mathematical terms:

1. The time between recessions are all independent of one another.
2. Each period of growth follows its own distribution, with its own unique parameters.
3. The time separating recessions is memoryless. Knowing how long it has been since the last recession tells us nothing about how much longer we have till the next recession.

I wanted a model that one might call “maximum unpredictability”. So if ![T_1, \ldots, T_n](data:image/png;base64,iVBORw0KGgoAAAANSUhEUgAAAEUAAAAQCAMAAAB3EEJfAAAAA3NCSVQICAjb4U/gAAAAKlBMVEX///+IiIiYmJjc3Ny6uroKCgp2dnZWVlaqqqoiIiLMzMzu7u5EREQyMjLDNVnOAAAAuklEQVQ4jZWSCw7EIAhERQFB2/tfd9W22/UTw5JUGsZ5gRbn+GSIxMDqnTVmTyyP13IImimTJ6VarWUMVsjskXpQbczeytoTyNzGxiP0N2ThaSP+GbNHoaUMYKfoeDdTalnYTnk8b+AzordTcPosfPxSwrWO4Sbe+Um+9wQAkSoBkwK+FE+5vetN1i5d4teDWGhn39Q1UdgtzyiCOOQVZbvDo3hkF1NXxHjU3ZYdZRTLQOwXzefxFxrEDykxA6+Vd401AAAAAElFTkSuQmCC)are the times separating recessions, then points 1, 2, and 3 together say that ![T_1, \ldots, T_n](data:image/png;base64,iVBORw0KGgoAAAANSUhEUgAAAEUAAAAQCAMAAAB3EEJfAAAAA3NCSVQICAjb4U/gAAAAKlBMVEX///+IiIiYmJjc3Ny6uroKCgp2dnZWVlaqqqoiIiLMzMzu7u5EREQyMjLDNVnOAAAAuklEQVQ4jZWSCw7EIAhERQFB2/tfd9W22/UTw5JUGsZ5gRbn+GSIxMDqnTVmTyyP13IImimTJ6VarWUMVsjskXpQbczeytoTyNzGxiP0N2ThaSP+GbNHoaUMYKfoeDdTalnYTnk8b+AzordTcPosfPxSwrWO4Sbe+Um+9wQAkSoBkwK+FE+5vetN1i5d4teDWGhn39Q1UdgtzyiCOOQVZbvDo3hkF1NXxHjU3ZYdZRTLQOwXzefxFxrEDykxA6+Vd401AAAAAElFTkSuQmCC)are independent random variables and ![T_i \sim \text{EXP}(\mu_i) = \text{WEI}(1, \mu_i)](data:image/png;base64,iVBORw0KGgoAAAANSUhEUgAAAMIAAAARCAMAAAC4lYOCAAAAA3NCSVQICAjb4U/gAAAALVBMVEX///9mZmaIiIhERESqqqoICAju7u66urp2dnbc3NzMzMwyMjKYmJgiIiJUVFTh//84AAACkElEQVRIia1Wi7LEEAwlxKv4/8+9ErRqVXdmb2a2q8o5ORFBiH808/L+O+L6uzscZHTgUnwa6B0mAJBJieAQQQiLybVumXUb5uZ54J/J9YHZC6tQhTIQjzCSQGn6FeKaIZdfTARqn4cekp5G0VikaZL1K+5OwGPip8Nywx4YxyCzwkRSm4xootqg0LgQSAbpsJuYVV8bU4G0dugGpKdf+Gthw478EXmanki4yYghwrEBIQaejJRDm0VgSFPWnWLvUQsYlUWkbreKwI5d0scgSb+xEwkDN0S9A+kMHjcLcPrK60Xm0JlRAvvSsegP+u4QOYhHs6RcewwtjiMJAzfEWcKSQeOLAqGOst1Pd1IelBk4eG1qxloiOM4FjdtMiuR8qQtdwkVCwA1xlrBmkFncTaKqY3qRIkh3Sshou7IYY+0ONZEdFZErIrrXFHnaVfeyEj4Il1oejSS8IHIpYc2Qplg5LYLivr5FOSoFnQnA5HR136EoPPbiDHNwRtNoNFcm/UFCzS5/krBkMNji21Oc57ocjBtXgYzefSwz3IMEym+QJ5jdlVWBmpxHGCQ0ko2EJYOdt0KFtOpanYYebBOoawEYJNRoMJTSppcH3RFWiVTykPBkuksgEk6kvJKwZnB133j9HLJ61AhVJkKo7JMEwx10RAQMuoPB44lPFrE6ZT5IqGma65H/fUNaMQAd7BQN65+OwfPsR6Ez0qiQUEVP94DzFsOTlXLW6pIZDSxvLzmm+pxnklCBGcHDgWVvtsPnjcFp8YNxGPAErGC73fwd4mm+ps6eIZndAf1qmRbnDgY/Ad7dq1AvDHKbuK9Wygtce4PAzOtN8xVxeOHnPzN8MHpzT/3d0fwl4tk0tfAvGP4Arl8SI2vmPqsAAAAASUVORK5CYII=), and there’s no known relationship between ![\mu_1, \ldots, \mu_n](data:image/png;base64,iVBORw0KGgoAAAANSUhEUgAAAEYAAAAMCAMAAADoMzu8AAAAA3NCSVQICAjb4U/gAAAAKlBMVEX///+IiIi6urqqqqru7u4KCgqYmJjc3NwyMjJERETMzMx2dnZgYGAiIiJ7/9HyAAAAsElEQVQokZWSiw6AIAhFAVHz0f//bpCmLpsztsJxvWegAgAc8qGBfzGZSCsH/aPMppTkZ382M5uUecMZcRvTTC0sy5RZFibtY5rpCdLWgmEP4LYxg6kGSiXaqId+Y7wrdY9fyb1MHtEY1UJIRAYbxmm/ms+vVMVmIgrl8qsADwZ873SOKnaTouTW4tn3FMzyBRVxMAWGHGk8bspBR1u+5yIOJpkpOQ/Mr40cF5QqTqYLMDsDnkcHudkAAAAASUVORK5CYII=). If this is true, we have no idea when the next recession will occur because there’s no pattern we can extract.

My claim is essentially that ![T_i \sim \text{WEI}(k, \mu)](data:image/png;base64,iVBORw0KGgoAAAANSUhEUgAAAGwAAAARCAMAAAAPBLngAAAAA3NCSVQICAjb4U/gAAAALVBMVEX///8JCQlmZma6urpERESIiIiqqqrc3Nx2dnbMzMzu7u6YmJhUVFQyMjIiIiJwBVgeAAAB0UlEQVQ4ja1Ui47jIAzEAT8ghP//3MM2SaFa2pVuLbWhqZkZ2wMh/F2U73/KJVhBUNq5S6QLKoeYIOUQEK7MAg0Rj5ZCxr5kA7LMY4PhObV/zqaJcSsrg6YWsAzULwct6VmG09DSVrFm5ayEyhh5SxbAGMBgyUCdAZ8l+wvYgkQcW0H17Avrsi7VdYBWE2+y0ltbbjIxFoY9xuUP3uu5ZUFHJYY81BmDNeUmc6izBj5ldoq+R9tTPZ0+6BmhtVNo8pBd3VETGSdb15Pj0sqoZJc147RRhKO+QR+QvKnPuGsKnIO00UVjkIksj5HFt2GIetRrIbFHw7cMCjnZu8fIBIXMlV6YMXT2kAeZI/Et8gktKnqLs5VUIA+S0WzbKDUXeRkZSGkAJ7JR+kTWR3bIQqazRs+N9ojvI3PAmOaKkzX+aCtZjncbTXY9+67Z1gadqOgUydDEh8u0O/0mGnzzKH6c5MRjWaxVrR+GqtXyaAmC9j6bQuzvUK8eFROHo36O4uhupee6Ar+u9LQZmUonVmkuKiWJkYb1l7tT6APZt8DVGez2h4lgtXwrny6Rb7FiOVJuWzXH9hL9TdDSF/+BLxeU1aX/GzRdHMUPU3l1Ua34D7YXCtHjc+sNAAAAAElFTkSuQmCC), with ![k \neq 1](data:image/png;base64,iVBORw0KGgoAAAANSUhEUgAAACYAAAAQCAMAAABNwP0sAAAAA3NCSVQICAjb4U/gAAAAKlBMVEX///9mZmaYmJiqqqoyMjLc3Ny6uroSEhJUVFRERESIiIh2dnbu7u7MzMzQJEI2AAAAlElEQVQokY2SiQpEIQhFzcql3vz/704L8TKDmQuFyfGqEADEFMDpgy6lPgXyrOhBnQFnb1Ze25JGkPlitsVxYiiQsT47RcVjgpmOxrvZwpjozYUu1XahxTIrgZWa18TaaKHaPF4wQSCFZdh78uh8NG3Dk8BmgNGOgBNrp8ZtUTtZLonrUTiKz4Xukt9IU/nPzH+Dri9qwAJqG4iZ3gAAAABJRU5ErkJggg==)and there’s only one ![\mu](data:image/png;base64,iVBORw0KGgoAAAANSUhEUgAAAAoAAAAMCAMAAABstdySAAAAA3NCSVQICAjb4U/gAAAAJ1BMVEW6urr///8yMjKqqqqIiIju7u4UFBR2dnbMzMwAAABERERmZmbc3NyrYP83AAAASUlEQVQImTXMCQ4AIQgDwNYDUff/793WKAlhkgIgWdStEiTMAnMMcdIsN9GYXavbRChftX9gEzPSH9YaQD3PvHoKGXz07WV/OX9MCAExCgOgnQAAAABJRU5ErkJggg==). If I were to then attempt to formulate these as statistical hypotheses, those hypotheses would be:

![H_0: k \neq 1, \mu_1 = \ldots = \mu_n = \mu](data:image/png;base64,iVBORw0KGgoAAAANSUhEUgAAANEAAAAQCAMAAAC/UGrMAAAAA3NCSVQICAjb4U/gAAAAKlBMVEX///9mZmaIiIiYmJiqqqoJCQlLS0u6uroyMjLc3Nzu7u52dnbMzMwhISHBR6U9AAAB4ElEQVRIic1W27aEIAhVRMy0///dI1beiqaZZtY6PHTdbdmAkFJKRW3JqBnsBLM6M5z04Vk0p9B/YtFmJRYlAB3dpyp+NvQLr54YLHz01kuA45sI9dLA9BO3HhjlojJWeu+Pb7qs4L9TtJYbDbVjlnJFypvQ7jEHLXJQxHcgVvDbdpeuwXkbIJkdNosvXpPxrq+8XnyvyPHd5N5x+sru0rW4NRnzxTZylVCz0ZQONQC9ohD4k55BF3vRIo/AM7ozvha3lhvyHaI5RsNbGh4O9dkr4jjlgM0A6rkVujdwa7np5KbXB29V3kY6tA9wCHSviEcBcK/B8A1Fhe4+buvaU1reJMfHfORp5EhtjznTy1A/nSLHuSacE6kpij6vuobuCtbhcC0+G1MtJhf03lZKZ1g8K6qumLHxmKzIrwiwPLIjY4yco518O3sRWeg8AKJMWJedYbGcHbIhrop213Hv3nwOWIM01KWHyQbkeZb7O1FwDuGFon00bOc6KUYrdC5FVcn7qVm2WwfOqm4ESQCfRds6ty4U3bZKx6rCDVzv02UYNhN/4rLS2ET7C4oauvQnSVGKZpSSnLr3q+kMYg7zl01bckSP/xwauhTJYKSZeacbSibO4Tnm43n2P7W7dBX3B5HpCnXo0ZZPAAAAAElFTkSuQmCC)

![H_A: k = 1, \text{ not all } \mu_i \text{ are equal}](data:image/png;base64,iVBORw0KGgoAAAANSUhEUgAAAOEAAAAQCAMAAADXo+j0AAAAA3NCSVQICAjb4U/gAAAALVBMVEX////MzMy6urqYmJgJCQmqqqoiIiIyMjLc3NyIiIhUVFTu7u52dnZmZmZERESluwimAAACoklEQVRIib1XiZKkIAyFAHLK/3/uJuEQFWmnp2ZTNdpAeOHlwhFCCLnroET02vooHsTY/WnpFyLzVh9/Igey1MxMm4V2ViusqPJngxME2NrjT6Qje/7htFsoLxel8vazvTDZuLXHn0hHzpyBSi903WpRUBZ/NKcmKv+LYUnPcPex6rZVEE6lxzK9MwRrpfGJfnpjPE4E7X1bjd7sUkwYWtYfgaoq2AAp0eKwXAfeKyOhlF3S6gIvKD7Jo+h7nbh+pKAcrDL1HkPYQIgN7QR8u0xnPBYTIm3xzpB1LIw4TdVYkEkEZJRlO1QZ7JiCjjZx2VHDOMGLFqm4LkM4zO5dDp/cGUrK62zKm049MsTeTWs3hhQlcS6Ipgo0zcWialuvg8h9kvzJQKR/ghctPU0DdulO0OkM99lBJgyruVJ+IZ0YokOlVXeGHIkrVFHlACn0NKTat+vANBceDE/wKCU999bv90njxzLcJ8TfMPQjw5YmMqgYJgwpHJ5D1Gu+qTLxU8uugwtDytITfL8lbK05mLU2VIcsahhfZmllWLPU8BFrk4ha0lHclSGUzI5DvXRVZsgKIg7aIjrO0s4QY3eG7+mpS/1GGOqgd5oNLYTZld2k5KIbNLpDqdNIy2Xj6tGZtVXmytBrWpNGONM+obpqSV6qrn6OOtg9gQN5g/78BT76DecwDXViiqqkShHTbNM7mcdW5LzVyVBl9K0SLwc8McZOJKU4w1PqDkgJwAWDSknwox454zzdAODyRRWy9mQ/KXPcFnWQFAA3YI8XU9jMCf4qEvds8jb9VtyqH3+Ww0Fp9QU5E7vuhIeQl8NP0Q95a2YuQwfY4g+hXjJ0mVI6h+dvlw/yvW9I/PH/y7780J/I6xj+TuL3+c3bv/YsVvzThf0PAcATKNhn4VYAAAAASUVORK5CYII=)

Is it possible to decide between these two hypotheses? They’re not nested and it’s not really possible to use the generalized likelihood ratio test because the parameter space that includes both ![H_0](data:image/png;base64,iVBORw0KGgoAAAANSUhEUgAAABMAAAAPCAMAAAAxmgQeAAAAA3NCSVQICAjb4U/gAAAALVBMVEX///+IiIiYmJgAAACqqqoQEBBUVFTc3Nw7OztmZmbu7u52dnbMzMwiIiK6uroqS0gxAAAAd0lEQVQYlVVPSQ4DIQzLTlim/3/uJEDV1AcLWfECAMDqbAQD1XHAF4v3WwV+wCe5cSua92TSIl2TWZEaTwwoFY123PiLOybhJKHPidum7pESZV42OEbKDFceytnAC2CG3iW+9GheGM91tFqfC/B661K7HRWxReAFXvcCTcjbY8kAAAAASUVORK5CYII=)and ![H_A](data:image/png;base64,iVBORw0KGgoAAAANSUhEUgAAABYAAAAPCAMAAADXs89aAAAAA3NCSVQICAjb4U/gAAAALVBMVEX///+IiIgAAAAQEBDc3NyYmJhUVFTu7u4mJibMzMyqqqpERERmZmZ2dna6uroN773HAAAAfUlEQVQYlWWQWQ4EIQhEWQTEpe9/3FF0kqGnPhBfrJIAAOCDVMCQKxr8yCmu3CAJ666FSsZ97Cqc6XWrZlpo4hJLxhLR9o4+7kZf87zR4R794tvcwSoe+nhkQjuDkcdhD+w0w8rrnSjN4CuQ0wpCLq1V/8P7d33tBkrHXdQ+faYCW2c+nuUAAAAASUVORK5CYII=)is too big (you’d have to estimate ![n + 1](data:image/png;base64,iVBORw0KGgoAAAANSUhEUgAAACUAAAANCAMAAAAZv1dqAAAAA3NCSVQICAjb4U/gAAAAJ1BMVEX///9mZmYuLi6qqqrc3NyYmJh2dnYKCgru7u7MzMxISEi6urqIiIhG1uCVAAAAbklEQVQYlYWQ0RJAEQhEKxXh/7/3xtwHRsM+NMmZbQF4qEiNL3jpTTrFFG6nNClRbknlThl38hX5TjVA9YwPCoDM2/8hOESjpJ2aNvWRC9qwycXKlVKPxQSL2U7JpNBGaRxT/gNZEwTCaHiIj8kHrNEBqkbcOl4AAAAASUVORK5CYII=)parameters using ![n](data:image/png;base64,iVBORw0KGgoAAAANSUhEUgAAAAoAAAAICAMAAAD3JJ6EAAAAA3NCSVQICAjb4U/gAAAAKlBMVEXc3Nx2dnb///8MDAzu7u6YmJjMzMy6urpmZmYnJydERESqqqpUVFSIiIjlmnCDAAAAPklEQVQImRXKQQ7AMAjEwMUhAZr2/98t3KyRxTbFtQ06+kqwOoM08EmoA/eZHOCdl2hg+XFhvarYrdkrGeIHNIwBLI91lwYAAAAASUVORK5CYII=)data points). That said, they both suggest likelihood functions that, individually, can be maximized, and you might consider using the ratio between these two maximized functions as a test statistic. (Well, actually, the negative log likelihood ratio, which I won’t write down in math or try to explain unless asked, but you can see the end result in the code below in the definition of ts().)

Could that statistic be used to decide between the two hypotheses? I tried searching through literature (in particular, see [3]) and my conclusion is… *maybe?* To be completely honest, by this point we’ve left the realm of conventional statistics and are now turning into mad scientists, because not only are the hypotheses we’re testing and the statistic we’re using to decide between them just *wacky*, how the hell are we supposed to know the distribution of this test statistic under the null hypothesis when there are *two* nuisance parameters that likely aren’t going anywhere? Oh, and while we’re at it, the sample size of the data set of interest is really small, so don’t even *think* about using asymptotic reasoning!

I think you can see how this descent into madness would end up with me discovering the maximized Monte Carlo test (see [4]) and then writing **MCHT** to implement it.

ts <- function(x) {

n <- length(x)

params <- coef(fitdist(x, "weibull"))

k <- params[["shape"]]

l <- params[["scale"]]

(n \* k - n + 1) \* log(l) - log(k) + sum(l \* (-k) \* x^k - k \* log(x)) - n

}

mcsg <- function(x, shape = 2, scale = 1) {

x <- qweibull(x, shape = shape, scale = scale)

test\_stat(x)

}

brg <- function(x) {

n <- length(x)

params <- coef(fitdist(x, "weibull"))

k <- params[["shape"]]

l <- params[["scale"]]

rweibull(n, shape = k, scale = l)

}

mc.mem.test <- MCHTest(ts, mcsg, seed = 123,

nuisance\_params = c("shape", "scale"), N = 1000,

optim\_control = list("lower" = c("shape" = 0,

"scale" = 0),

"upper" = c("shape" = 100,

"scale" = 100),

"control" = list("max.time" = 60)),

threshold\_pval = 0.2, localize\_functions = TRUE,

method = "MMC Test for IID With Memory")

b.mem.test <- MCHTest(ts, ts, brg, seed = 123, N = 1000,

method = "Bootstrap Test for IID With Memory")

b.mem.test(recessions)

##

## Bootstrap Test for IID With Memory

##

## data: recessions

## S = -4601.9, p-value = 0.391

mc.mem.test(recessions)

## Warning in mc.mem.test(recessions): Computed p-value is greater than

## threshold value (0.2); the optimization algorithm may have terminated early

##

## MMC Test for IID With Memory

##

## data: recessions

## S = -4601.9, p-value = 0.962

Both tests failed to reject the null hypothesis. Unfortunately that doesn’t seem to say much. First, it doesn’t show the null hypothesis isn’t correct; it’s just not *obviously* incorrect. This is always the case, but the bizarre test I’m implementing here is severely underpowered perhaps to the point of being useless. The alternative hypothesis (which I assigned to my “opponent”) is severely disadvantaged.

The conclusion of the above results isn’t in fact that I’m right. Given the severe lack of power of the test, I would say that the results of the test above are essentially inconclusive.

**Conclusion**

I’m going to be straight with you: if you read this whole article, I probably wasted your time, and for that I am truly sorry.

I suppose you got to enjoy some stream-of-consciousness thoughts about a controversial blog post I wrote where I made a defense that may or may not be convincing, then watched as I developed a strange statistical test that probably didn’t even work to settle a debate with some random guy on reddit, saying he claimed something that honestly he would likely deny and end that imaginary argument inconclusively.

But hey, at least I satisfied my curiosity. And I’m pretty proud of **MCHT**, which I created to help me write this blog post. Maybe if I hadn’t spent three straight days writing nothing but blog posts, this one would have been better, but the others seemed pretty good. So something good came out of this trip… right?

Maybe I can end like this: do I still think that a recession before the 2020 election is likely? Yes. Do I think that a Weibull describes the time between recessions decently? Conditioning on nothing else, I think so. I still think that my previous work has some merit as a decent back-of-the-envelope calculation. Do I think that the time between recessions has a memory? In short, yes. And while we’re on the topic, I’m not the Fed, so my opinions don’t matter.

Now that I’ve written this post, we will return to our regular scheduled programming. Thanks for reading! (Please don’t judge me.)
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